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S C I E N T I F I C  C O M M U N I T Y

Neural embeddings of scholarly periodicals reveal 
complex disciplinary organizations
Hao Peng1, Qing Ke2, Ceren Budak1, Daniel M. Romero1,3,4, Yong-Yeol Ahn5,6*†

Understanding the structure of knowledge domains is one of the foundational challenges in the science of science. 
Here, we propose a neural embedding technique that leverages the information contained in the citation network 
to obtain continuous vector representations of scientific periodicals. We demonstrate that our periodical embed-
dings encode nuanced relationships between periodicals and the complex disciplinary and interdisciplinary 
structure of science, allowing us to make cross-disciplinary analogies between periodicals. Furthermore, we show 
that the embeddings capture meaningful “axes” that encompass knowledge domains, such as an axis from “soft” 
to “hard” sciences or from “social” to “biological” sciences, which allow us to quantitatively ground periodicals on 
a given dimension. By offering novel quantification in the science of science, our framework may, in turn, facilitate 
the study of how knowledge is created and organized.

INTRODUCTION
Since the formalization of science, scholarly periodicals, such as 
academic journals and proceedings, have become the primary loci 
of scientific activities (1–4). Periodicals are not only the conduits of 
scientific communication but also distributed repositories of scien-
tific knowledge organized around topical niches and disciplines 
(4, 5). Therefore, scholarly periodicals have been considered the 
fundamental units for investigating the structure and evolution of 
science (6–10).

Moving beyond manually curated classification systems, previous 
studies leveraged citation and other metadata to capture relation-
ships between periodicals in the form of similarity matrices or net-
works, which led to algorithmically created “maps of science” and 
insights into the structure of disciplinary organization (6–9, 11, 12).

Yet, although the vector-space model (13) could provide a power-
ful framework for quantitative inquiries by allowing algebraic oper-
ations among periodicals, it has not been adopted much in the 
traditional approaches. The vector representation based solely on 
the explicit connections suffers from sparsity; for instance, using 
inter-citation or co-citation as a similarity measure produces a 
sparse matrix where most elements are zeros (6). Incorporating in-
direct relationships would pose many choices for the metrics and 
require handling of a large, dense similarity matrix.

Recent advancement in machine learning has demonstrated that 
neural embedding techniques offer a powerful solution to these 
issues. Neural embedding is a family of techniques for obtaining 
compact, dense, and continuous vector-space representations of 
entities that can efficiently encode multifaceted relationships be-
tween those entities, and has become a core ingredient in modern 
machine learning (14). The embedding approach, instead of focusing 
on the explicit relationships between entities, aims to learn concise 

representations that capture both explicit and implicit relationships 
between the entities. Although its precursor, the vector-space model, 
was developed many decades ago (13), the neural network approach— 
because of its flexibility, efficiency, and robustness (15)—has re-
cently produced many breakthroughs.

Because it was demonstrated that word embeddings can encode 
rich semantic relationships between words as geometrical relation-
ships in low-dimensional vector space (16–20), the embedding models 
have offered novel opportunities and solutions to challenging problems, 
including language evolution (21, 22), gender and stereotypes 
(23, 24), culture and identities (25, 26), and even the prediction of 
material properties (27).

Furthermore, the idea of training vector-space embedding using 
neural networks is not limited to words—it has been adopted to 
other entity types, including sentences, paragraphs, documents, im-
ages, and networks (28–31).

Here, we propose a network embedding method to learn dense 
and compact vector-space representations of periodicals from the 
paper citation network. We show that the periodical embeddings 
can effectively encode the complex organization of knowledge in 
science, which allow us to perform novel quantitative analyses such 
as making cross-disciplinary analogies between periodicals.

Namely, we show that our dense embedding approach can (i) 
better capture similarity between periodicals than traditional alter-
natives, (ii) produce a high-resolution map of disciplinary organization 
that can provide insights into the existing classification systems, par-
ticularly regarding interdisciplinary research areas, (iii) allow us 
to make meaningful analogies between periodicals, and (iv) identi-
fy robust spectra of periodicals along conceptual dimensions such 
as the soft-hard science axis and the social-biological science axis.

Our embedding method builds on the DeepWalk and node2vec 
model (30, 31), which are a direct adaptation of the word2vec model 
in the context of networks. In this framework, random walks on the 
network are considered as “sentences.” Instead of using the network 
of periodicals, our method leverages the richer and higher-order ci-
tation network of papers to learn the representations of periodicals 
(see Materials and Methods).

Let us sketch the key idea. Imagine reading a paper from a field 
that you are unfamiliar with. To understand this paper, you may 
need to read another paper from the reference list, which, in turn, 
may prompt you to read another earlier paper, taking you down a 
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rabbit hole-like citation trail. We hypothesize that these citation 
trails, created from references between papers, capture natural se-
quences in the citation network. Now, by looking at the periodicals 
where each of the papers in the citation trail was published, we can 
obtain a trail of periodicals. Here, we consider each periodical as a 
“word” and each trail as a “sentence.” If we apply the word2vec 
model to these sentences, it lets us learn embeddings that encode the 
semantic relationships among periodicals. Similar to the case of word 
embeddings, periodicals with similar context in the citation trails 
would have similar vector-space representations. Note that, instead 
of using random walks on the citation network of periodicals, we 
leverage richer and higher-order trajectories from the lower-level pa-
per citations to enrich the output embeddings [see information 
gained from higher-order trajectories (32)].

RESULTS
We applied our method to a citation network of 53 million papers 
and 402 million citation pairs built from the Microsoft Academic 
Graph (MAG) (see Materials and Methods).

As a result, we obtained a 100-d unit vector for each of the 20,835 
periodicals. Our embeddings offer natural ways, i.e., the cosine sim-
ilarity between vectors, to measure similarities between periodicals. 
For instance, the two closest periodicals to Proceedings of the 
National Academy of Sciences are Nature and Science, and the two 
closest periodicals to American Sociological Review are Social Forces 
and American Journal of Sociology (see fig. S3 for the top list and 
other examples).

Validating the embedding space
We compare our dense periodical embeddings (“p2v”) with two 
citation-based vector-space models. Specifically, we construct an 
adjacency matrix representing the citation counts between 24,020 
periodicals. The first baseline is a citation vector (“cv”) model, for 
which we assign a 48,020-d vector to each periodical by concatenat-
ing its in-degree vector and its out-degree vector (both are normal-
ized to the unit length). In contrast to our method that compresses 
the information contained in the paper citation network into low- 
dimensional dense periodical embeddings, this citation vector 
model makes use of the citation network itself and each periodical is 
represented by its citation pattern with respect to every other peri-
odical. The second baseline is a periodical similarity matrix ob-
tained by applying the Jaccard similarity measure to the periodical 
citation matrix (“jac”), which is the best model reported in (6). In 
this similarity matrix (also a sparse matrix), an entry mij represents 
the total number of citations between periodicals i and j, normal-
ized by their total number of citations to other periodicals. Each 
periodical is then represented as its row vector.

We evaluate our embeddings against the two vector-space models 
and other baseline methods in three tasks: (i) capturing the similar-
ities between pairs of journals in the same discipline, (ii) comparing 
the ranking of similar journals to that perceived by experts, and (iii) 
predicting the discipline category for journals. We focus on 12,780 
journals for which we have the discipline information through the 
matching with the University of Califormia San Diego (UCSD) map 
of science catalog (table S1).

The first task examines how well the embeddings can systemati-
cally capture journal similarities across disciplines. We randomly 
sample 100,000 journal pairs for four groups: (i) random pairs, (ii) 

pairs in different disciplines, (iii) pairs in the same discipline, and 
(iv) pairs in the same subdiscipline. Figure 1 (A to C) shows the 
distribution of cosine similarities for journal pairs calculated based 
on the three vector-space models. According to the citation vector 
method and the Jaccard similarity matrix, most journal pairs in the 
same discipline (or even in the same subdiscipline) have a similar-
ity score of 0 or close to 0 (the lowest possible value that can be 
produced by the two methods because of nonnegative vector ele-
ments), highlighting the primary weakness of the sparse encoding 
approach: It fails to capture meaningful similarity variation across 
many pairs. By contrast, our embeddings provide a wide range of 
similarity scores (from −0.5 to 1) for random journal pairs (includ-
ing pairs in different disciplines).

The mean similarity values for four groups of journal pairs are 
0.02, 0.03, 0.10, and 0.28 based on the citation vector model; 0.008, 
0.009, 0.046, and 0.175 based on the Jaccard similarity matrix; and 
0.07, 0.03, 0.25, and 0.54 based on our embedding (the correspond-
ing mean values are statistically different from each other; P values 
are negligibly small). We also compute Kullback-Leibler (KL) di-
vergence by estimating the probability density function of similarity 
scores using the kernel density estimation (with the exponential 

A B

D E

C

Fig. 1. Model validation. (A to C), The distribution of cosine similarities for four 
groups of 100,000 journal pairs calculated based on the citation vector (cv) model, 
the Jaccard similarity matrix (jac), and our dense periodical embeddings (p2v). 
The four labels—random, cross-disc., discipline, and subdiscipline—represent ran-
dom pairs, cross-discipline pairs, within-discipline pairs, and within-subdiscipline 
pairs. The two sparse embeddings (cv and jac) put most pairs at 0 and thus are not 
as informative as our dense embedding, which better captures journal similarities 
and their differences. Compared to random pairs, both the means and the distribu-
tions of the other three groups shift more dramatically based on p2v than that 
based on either cv or jac. (D) Average rank correlation coefficient between algo-
rithms and experts in ranking topically similar journals. Target journals with an av-
erage pairwise expert agreement above 0.2 are used in the evaluation. The label 
disc. represents the method that ranks journals in the same discipline based on 
their PageRank scores. (E) F1 score of the classification task in predicting the disci-
pline category for 12,751 journals (excluding 29 interdisciplinary journals) using 
the three vector-space models. The results are based on a five-fold cross validation. 
The “label citation” weight represents the method that predicts the discipline of a 
journal to be that of its most cited neighbor in the undirected journal citation net-
work. Error bars indicate 95% confidence intervals.
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kernel for cv and jac and the Gaussian kernel for p2v). The distribu-
tion of within-discipline pairs shifts more dramatically from that of 
random pairs based on our embeddings (the KL divergence is 0.34 
for p2v versus 0.25 for cv and 0.11 for jac). The displacement for 
within-subdiscipline pairs is even larger (KL divergence: 2.06 versus 
1.57 or 1.07), which is also true for cross-discipline pairs (KL diver-
gence: 0.026 versus 0.002 or 0.000). This result underlines the benefits 
of dense and continuous embedding over sparse encoding in cap-
turing journal similarities across disciplines defined in an existing 
journal classification system.

Our second task is ranking periodicals based on their topical 
similarity to a given target periodical. In addition to our method 
(p2v) and the two baseline vector-space models (cv and jac), we use 
another baseline (noted as “disc.”) that ranks periodicals in the same 
discipline based on their PageRank scores on the full directed and 
weighted periodical citation network. The rankings produced by these 
models are compared to a reference ranking that was constructed 
from an expert survey.

The survey, which was distributed over the authors’ institutions 
(see Materials and Methods), asks experts to rank a set of candidate 
periodicals for a given target periodical based on their topical simi-
larity. We then compare the algorithms’ rankings with that given by 
experts. Figure 1C shows the average Kendall’s rank correlation co-
efficient between each algorithm and experts. The three vector- 
space models perform similarly better than the first baseline. Although 
their performances are similar, our embeddings are orders of mag-
nitude more computationally efficient than the citation vector model 
and the Jaccard similarity matrix in terms of time and space com-
plexity due to low dimensionality (100 versus 48,040 or 24,020).

The low correlation between algorithms and experts is mainly 
because experts themselves have high disagreement—the average 
pairwise rank correlation per target journal is 0.14. This may not be 
unexpected given the subjective nature of the task (see fig. S5 for an 
example), which is also evidenced by the fact that, on average, 41.5% 
of candidate journals were placed into the “Unfamiliar Journals” 
bucket by experts.

Last, our third task tests the predictability of discipline category 
of a given periodical based on its neighbors. We focus on 12,751 
journals (excluding 29 interdisciplinary ones). We compare our 
embedding to the same citation vector model (cv), the Jaccard sim-
ilarity matrix (jac), and another baseline (labeled as “citation weight”), 
which predicts the discipline of a target journal to be that of its 
highest-strength neighbor in the undirected journal citation network, 
where the edge weights are defined as the total number of citations 
between two journals (the undirected version performs better than 
the two directed versions). For p2v, cv, and jac, we use the k-nearest 
neighbors algorithm based on vector similarities for the prediction 
task. Figure 1D shows that our embeddings can more accurately 
predict journals’ discipline category. In other words, the neighbors 
in the embedding space tend to belong to the same discipline and 
this tendency is stronger in our model.

Together, these results indicate that our periodical embeddings, 
while being much more efficient, can better capture the relation-
ships between journals than the sparse vector-space models based 
on citations and other baseline approaches.

Disciplinary structure revealed by the periodical embedding
The embeddings of scholarly periodicals also encode the complex 
disciplinary structure in the knowledge space. Figure 2A presents a 

two-dimensional (2D) representation of the embeddings of 12,780 
journals, providing an overview of the global structure of 13 major 
scientific disciplines (an interactive version is available at: https://
haoopeng.github.io/journals). Although our approach produces 
continuous—not categorical—representations of periodicals, to fa-
cilitate a comparison with a traditional journal classification system, 
we color each journal in Fig. 2A based on its discipline category 
designated in the UCSD map of science catalog (9). The 13 dis-
ciplines defined in the UCSD map still show up as conspicuous 
regions in our projection. However, it also exposes the nuanced 
structure and the limitations of the classification approach. For in-
stance, it uncovers interdisciplinary microclusters, such as parasite 
research or neuroimaging, that cannot be properly captured in the 
disjoint categories (see Fig. 2, B to D, and figs. S14 to S26 for other 
examples).

If our embedding is indeed capable of capturing interdisciplinary 
periodicals, it is reasonable to hypothesize that stronger disagreement 
about a periodical with a traditional classification indicates stronger 
interdisciplinarity or wrong/ambiguous classification.

To test this hypothesis, we compare our vector-space map to the 
UCSD classification system (with 13 major categories) systematically 
and quantitatively. We apply the k-means algorithm to our embed-
ding vectors and cluster journals into 13 groups (29 multidisciplinary 
journals were excluded from 12,780 matched journals). These organ-
ically discovered clusters are then compared to the 13 major catego-
ries in the UCSD classification system by using the element-centric 
similarity measure (33). This method allows us to quantify similar-
ity between two clusterings at the level of individual element, thereby 
enabling us to quantify disagreement for each periodical.

Figure 2E shows the map of agreement between the clustering 
based on our embeddings and the UCSD categorizations for 12,751 
journals. Those interdisciplinary areas that we highlighted in Fig. 2 
(B to D) exhibit strong disagreement.

The distribution of agreement scores for journals in each discipline 
is multimodal (fig. S7). In other words, although the two clusterings 
are fairly similar for a large fraction of journals, there are still many 
whose membership across the two clusterings are distinct, possibly 
indicating their interdisciplinary nature. We performed a manual 
evaluation to estimate how clearly a periodical belongs to the disci-
pline defined by the UCSD catalog for both high-agreement and low- 
agreement journals in three disciplines (see Materials and Methods).

Figure 2F shows that journals with a high degree of agreement 
between the two clusterings can also be clearly identified in their 
designated discipline. On the contrary, for about 40% journals on 
which the two clusterings strongly disagree, their discipline desig-
nation in the UCSD catalog is disputable. A manual inspection re-
veals that many low-agreement journals are interdisciplinary and 
difficult to be classified into a single category (e.g., Biostatistics, 
Aggressive Behavior, and Cell Biology Education are classified as 
“Social Sciences” in the UCSD map).

These results suggest that our periodical embeddings, while 
agreeing with the UCSD categorization on clearly disciplinary jour-
nals (Fig. 2F, top), can identify interdisciplinary journals that are 
difficult to categorize into disjoint disciplines (Fig. 2F, bottom).

This result shows that the dense periodical embedding is a 
promising data-driven approach to quantitatively operationalize 
interdisciplinarity using vector similarity. For instance, one may 
quantify a paper’s degree of interdisciplinarity as the average cosine 
distance between its cited periodicals.
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Cross-disciplinary analogies between scholarly periodicals
One of the primary reasons behind the wide adoption of the word2vec 
model is its uncanny ability to capture semantic relationships geo-
metrically in vector space (20, 24, 26). The most famous example 
goes like this: v(king) − v(man) + v(woman) ≈ v(queen). That is, 
the difference between man and woman (or king and queen) vectors 
captures the axis of gender, which can be generalized to other gen-
dered nouns such as brother and sister [i.e., v(brother) − v(man) + 
v(woman) ≈ v(sister)] (16, 17).

Can we make similar analogies between scholarly periodicals us-
ing our embeddings? For instance, given a periodical pair (A, B), 
where A is a quintessential Computer Science periodical and B is 
the one for Sociology, can [v(A) − v(B)] capture the axis that runs 
between Computer Science and Sociology? If that is the case, given 
a “seed” periodical, we can also use the vector analogy to explore 
other periodicals that are closer to Computer Science and farther 
away from Sociology than the seed, or vice versa, using the vector 
[v(B)− v(A)].

We would like to note that one needs to be cautious about the 
interpretation of word analogies. Commonly, word analogy does not 
allow duplicates (i.e., all words in the analogy need to be different), 
which can be misleading in some contexts such as the study of biases 
in word embeddings (34). Here, we maintain this constraint because 
we specifically aim to discover a new periodical using the analogy.

To demonstrate the possibility of making these cross-disciplinary 
periodical analogies, we create “analogy graphs,” which are con-
structed by repeatedly performing the vector analogy and taking the 
best candidate periodical at each step. We first choose two canoni-
cal disciplinary periodicals and consider them as the “poles” of an 
axis going from one discipline to the other. Using the two poles, 
given a seed periodical, we then iteratively make analogies to the 
seed and subsequently discovered periodicals.

All identified periodicals, including the seed, can be visualized as 
a directed network with nodes representing periodicals and links 
representing the analogical relationships.

Figure 3A shows the analogy graph for ICWSM (The International 
AAAI Conference on Web and Social Media) and KDD (ACM SIGKDD 
Conference on Knowledge Discovery and Data Mining), produced by 
applying JMLR (Journal of Machine Learning Research) and ASR 
(American Sociological Review)—two poles of an axis that goes from 
Sociology to Machine Learning—to each seed (ICWSM or KDD). 
Figure 3A reveals a spectrum of periodicals that sit between Sociol-
ogy and Machine Learning, from a disciplinary sociology journal 
(Social Forces) to interdisciplinary computational social science 
conferences [e.g., EMNLP (Empirical Methods in Natural Language 
Processing) and IEEE International Conference on Data Mining], to 
more method-oriented machine learning conferences [e.g., ICML 
(The International Conference on Machine Learning) and NeurIPS 

Fig. 2. Periodical embeddings reveal complex disciplinary organizations. (A) The two-dimensional (2D) projection of 12,780 journals obtained using t-distributed 
stochastic neighbor embedding (t-SNE) (52). Each dot represents a journal, and its color denotes its discipline designated in the UCSD map (29 multidisciplinary journals 
are colored in black). (B) Archaeology and anthropology journals, classified as “Earth Sciences,” form a distinct cluster with its center closer to “Social Sciences” than the 
major “Earth Sciences” cluster (verified by cosine distances). (C) Group of medical imaging journals comes from “Brain Research,” “Medical Specialties,” and “EE & CS,” 
highlighting the key role of computer science and engineering in the study of brain imaging. (D) Set of parasite-focused journals spans many disciplines, including “Social 
Sciences” (Ecohealth), “Biology” (Parasites), “Infectious Diseases” (Malaria Journal), and “Chemistry” (Journal of Natural Toxins), revealing the multifaceted, highly interdisci-
plinary nature of parasite research. (E) The same map but with a grayscale representing the level of disagreement between the clustering in our embedding space and 
the discipline categories in the UCSD map. Red rectangles highlight the locations in (B) to (D). (F) Agreement between UCSD classifications and our survey. The top (bot-
tom) represents journals with high (low) similarity between the UCSD catalog and a clustering based on our periodical embeddings.
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(The Conference on Neural Information Processing Systems)]. Another 
analogy graph is obtained by applying the periodical pair [Cell, PRL 
(Physical Review Letters)] that represents the axis from Biology to 
Physics, to the seed journal ASR, which identifies periodicals with 
biological flavor—NEJM (The New England Journal of Medicine)—
or more physics flavor—Social Forces (Fig. 3B). We apply, in Fig. 3 
(C and D), the pair (ASR, PRL) to periodicals across disciplines; for 
instance, when applied to Blood, we can discover a more “physical” 
journal (Cell) and a more “sociological” journal (NEJM). Note that 
in Fig. 3D, we only identify the most similar periodical that is in the 
same discipline as the seed during each step.

We then more systematically examine the validity of the periodical 
analogies with an external dataset—author overlap between period-
icals. The intuition is that, as we move away from a periodical (say A) 
and toward another (say B)—if the analogy works as intended—we 
will arrive at a periodical that is farther away from A but closer to B, 
in comparison with the original periodical that we started.

Specifically, for a periodical analogy “A : B ∼ C : D” [an edge 
(C → D) in an analogy graph produced with A and B as two poles; 
Fig. 3], we verify whether their author overlaps satisfy the following 
condition:   O(C, A) _ O(C, B)   >  O(D, A) _ O(D, B)   , where O(P1, P2) is the number of shared 
authors—those who have published in both periodicals P1 and P2. 

A B

D

C

E F

Fig. 3. Analogy graphs between periodicals. (A) We apply two poles (ASR, JMLR) to KDD (or ICWSM) iteratively to find the most similar periodical at each step via the 
vector analogy: v(X) − v(ASR) + v(JMLR) ≈ v( ? ) (blue edges) or v(X) − v(JMLR) + v(ASR) ≈ v( ? ) (orange edges). Each node has two outgoing edges (blue or orange) repre-
senting the two opposite analogies. (B) We apply (Cell, PRL) to ASR and only expand periodicals that are one step away from ASR to make the graph concise. (C) Graph 
obtained by applying (ASR, PRL) to Blood. (D) Similar to (C), for seeds in different disciplines, including “Brain Research” (Cognition, Brain), “Earth Sciences” (Journal of Climate), 
“Humanities”(Mind), “Medical Specialties” (Cancer), and “Social Sciences” (Quarterly Journal of Economics). (E) Average fraction of acyclic edges per analogy graph that 
satisfy the author overlap criterion for all 1800 analogy graphs (produced by our periodical embeddings, p2v) in each of the 78 discipline pairs. (F) Same as (E) but for the 
differences in the mean values from the analogy graphs produced by cv. For all discipline pairs, the difference is positive and statistically significant (at P < 0.001).
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That is, as one starts from C and ends up at D by moving further 
away from A and getting closer to B, we expect that the ratio of au-
thor overlap for O(C, A) versus O(C, B) should be larger than that 
for O(D, A) versus O(D, B).

For example, for the analogy “ASR: JMLR ∼ EMNLP: ICML,” the 
ratio of (EMNLP, ASR) author overlap to (EMNLP, JMLR) overlap 
should be larger than that between the (ICML, ASR) author overlap 
and the (ICML, JMLR) overlap. We can then identify the acyclic edg-
es that satisfy the criterion and obtain their fraction for any analogy 
graph (generated with a seed and two poles). Using this pipeline, we 
compare the quality of periodical analogies generated by our em-
beddings to that produced by the citation-based sparse encoding 
model defined previously.

We systematically generate, for each pair of disciplines (D1, D2), 
all 1800 analogy graphs by selecting two poles and the seed from the 
top 10 journals in D1 and D2 (based on their PageRank scores; see 
“disc.” in Fig. 1C). For example, for the pair (“Social Sciences”, “EE 
& CS”), we have 10 journals in each field, which give 100 pairs of 
poles; for each pair of poles, we have 18 journals (10 + 10 − 2) that 
can be used as the seeds; we can then generate 1800 analogy graphs 
for (“Social Sciences”, “EE & CS”). We calculate the average fraction 
of acyclic edges that satisfy the author overlap criterion for all 1800 
analogy graphs in each discipline pair (see fig. S8 for an example). 
We then compare the mean fraction for analogy graphs produced 
by the two vector-space models (p2v versus cv; see Fig. 1). The 
results shown in Fig. 3 (C and D) indicate that the periodical anal-
ogies produced by our embeddings are better aligned with au-
thor overlap between periodicals than those produced by the 
citation-based sparse vector model, for every pair of the 78 possible 
discipline pairs.

Extracting conceptual dimensions in  
disciplinary organizations
The power of embeddings to discover analogical relationships be-
tween periodicals prompts us to explore more general conceptual 
dimensions in the knowledge space, because the two disciplinary 
poles of a scientific “axis” can be defined not only by a periodical 
pair but also by two sets of periodicals.

We first pick two general disciplinary areas and calculate their 
centroids by taking the average of all periodical vectors in each area. 
Given the two centroid vectors, we obtain an axis that runs from 
one disciplinary area to the other as we did in the previous examples 
with individual periodicals. Formally, let   S   +  = { v 1  + ,  v 2  + , … ,  v m  +  }  and   
S   −  = { v 1  − ,  v 2  − , … ,  v n  − }  be two sets of periodical vectors, the centroid 
of each set is computed as     ̄  v    +  =   1 _ m   ∑ 1  m     v i  

+   and     ̄  v    −  =   1 _ n   ∑ 1  n     v j  −  . Then, the 
axis vector is defined as   v  axis   =    ̄  v    +  −    ̄  v    −  . We measure the projec-
tion of a periodical p to this axis using the cosine similarity be-
tween two vectors:  s(p,  v  axis   ) =   v(p ) ·  v  axis   ____________ ∣ v(p )∣·∣  v  axis  ∣

  . Here, we examine 

two spectra of scholarship: (i) “soft” to “hard” sciences (35–37) and 
(ii) social sciences to life sciences.

The first axis (dimension) captures the idea of the hierarchy of 
the sciences—an ordering of scientific disciplines by the complexity 
of the subject matter and the hypothesized order of development—
which places natural sciences like Mathematics and Physics at the 
bottom and social sciences like Sociology at the top (38–40). Disci-
plines at the top of the hierarchy are argued to be soft—more com-
plex, difficult to develop, and having less codified knowledge with 
more competing theories than disciplines at the bottom (37, 39, 41).

We operationalize the axis from soft to hard sciences using two 
sets of periodicals. The pole of the hard sciences is defined by the 
centroid of all journals in “Math & Physics” and the pole of soft 
sciences is defined by the centroid of all journals in “Social Sciences” 
and “Humanities” (table S1). We project each periodical p onto 
vsoft → hard by calculating the cosine similarity s(p, vsoft → hard). The 
projection in Fig. 4A forms a continuous spectrum along this axis, 
documenting how academic journals are distributed along the given 
axis that runs from Social Sciences & Humanities to Mathematics  
& Physics.

Some exemplary hard journals include Biophysical Journal, 
Journal of Theoretical Biology, Fractals, Physics Reports, and Physical 
Review E. Some exemplary soft journals include Applied Psychology, 
Anthropological Quarterly, Law & Society Review, Sociological Forum, 
and Politics & Society. Several representative periodicals are anno-
tated in the spectrum. We also rank 13 disciplines by the mean pro-
jection value of all journals in each category in Fig. 4A. The breakdown 
into each discipline provides richer insights into how major scien-
tific branches are organized along this conceptual dimension (figs. 
S10 to S12). Overall, this spectrum shows that the “hardness” of ac-
ademic disciplines increases in the order of Sociology, Psychology, 
Biology, Chemistry, Physics, and Mathematics, which concurs 
with the common conceptual ordering based on the hierarchy of 
the sciences (38, 39, 42).

The second dimension we examine is the one from social sciences 
to life sciences, another major branch of natural sciences. We place all 
“Social Sciences” and “Humanities” journals into the social sciences 
group, and all journals that are classified as “Biology,” “Biotechnology,” 
“Infectious Diseases,” “Health Professionals,” and “Medical Spe-
cialties” into the life sciences group. The spectrum of vsocial → life is 
shown in Fig. 4B. As expected, biomedical disciplines are located 
near the biological end of this spectrum. Most physical sciences, 
including “Chemistry,” “Earth Sciences,” and “Math & Physics”, are 
distributed in the middle of this band. However, computer science, 
which was far from “Social Science” on the soft-hard sciences axis, 
is the closest to “Social Science” on this dimension. The same set of 
representative periodicals annotated in Fig. 4A is rearranged on the 
axis between social sciences and life sciences (Fig. 4B), highlight-
ing the multifaceted nature of the disciplinary organization of 
periodicals and the embeddings’ ability to tease out semantic 
dimensions.

The axis built by connecting the two centroids of two broad dis-
ciplines is robust to the selection of journals—a random sample of 
less than 1% journals in each pole discipline can well reproduce the 
ordering shown in Fig. 4. Furthermore, the overall axis created with 
this approach also correlates with that within the pole discipline 
built by using journals in their subdisciplines (see Materials and 
Methods).

DISCUSSION
Here, we present a continuous embedding framework for scholarly 
periodicals to systematically investigate the structure of periodicals 
and disciplines.

By applying our method to a large bibliographic dataset, we ob-
tain continuous and dense vector representations of scientific peri-
odicals that can better encode the relationships between periodicals 
than two citation-based sparse vector-space models. The periodical 
embeddings can also offer new measurements that overcome 
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conceptual and computational barriers. For instance, the framework 
allows us to make cross-disciplinary navigation using vector analogies 
and to organize periodicals and disciplines along conceptual scientific 
dimensions. More generally, the capacity to quantitatively opera-
tionalize relevant disciplinary dimensions will be useful for future 
studies that delve deeper into the complex disciplinary organization.

We acknowledge that there might exist comparable or better 
embedding methods given the rapid development in the field of 
machine learning (43). We view our primary contribution as one of 
the earliest attempts to apply the embedding approach to the sci-
ence of science by (i) developing a method that is motivated by the 
citation flow between scientific periodicals and papers and (ii) ex-
tensively testing the usefulness of the embeddings with multiple 
evaluation tasks.

We also would like to point out limitations of our study. First, 
the quality of embeddings depends on the quality of the dataset; 
thus, our embeddings may reflect biases and errors in the data. For 
instance, it may be less useful for fields that are not covered by the 
source bibliometric dataset well. Second, the embedding approach 
suffers from sparse data; periodicals with fewer papers and citations 
will have embeddings that are less stable and less accurate, although 
it would still be better than only using explicit, direct links.

Third, as our method filters periodicals based on frequency (see 
Materials and Methods), it is possible that certain fields have fewer 
periodicals included in the embedding space. However, our matched 

12,780 journals between MAG and UCSD catalog (table S1) indi-
cate that every discipline still has at least several hundreds journals 
for the analyses, and the differences in coverage mainly result from 
their sizes according to the catalog (e.g., “Biotechnology” has only 
11 subfields, but “Social Science” has 69 subfields in the UCSD cat-
alog). Fourth, the embedding approach’s assumption that vector 
representations are sufficient to capture explicit and implicit rela-
tionships between entities may not be valid. It has been argued that 
these embeddings may be impossible to obtain for networks with 
high clustering (44), although this may happen only in some em-
bedding methods (45). Similarly, when there exist multiple contexts 
for each entity (46, 47), a single vector may not be able to fully cap-
ture them. In our case, the embeddings of multidisciplinary jour-
nals may be skewed toward the primary disciplines that they publish 
and fail to capture explicit relationship to marginally published 
fields (fig. S3A). Thus, when it is critical to consider explicit connec-
tions, the embedding approach may be inappropriate. Furthermore, 
depending on the task, much simpler methods may well outper-
form embedding-based methods. For instance, a simple majority- 
voting approach outperforms our embedding in predicting the 
publication venue of a paper given its references (fig. S13).

Fifth, the present study does not take into account the evolution 
of periodicals and disciplines, falling short in providing a dynamic 
picture of the disciplinary patterns formed during different time pe-
riods. Sixth, although our method is more space and time efficient 

Fig. 4. Two spectra of scholarship. (A) Spectrum of soft and hard sciences, operationalized by defining   S   +  = {v(p )∣p ∈ “Math & Physics”}  and   S   −  = {v(p )∣p ∈ “Social 
Sciences” ∨ p ∈ “Humanities”} . Each disciplinary journal is represented by a vertical line inside the box (12,751 in total). The color represents the discipline category and 
the position reflects the cosine similarity between the periodical vector and the axis vsoft → hard. We also annotate several journals and proceedings, whose background 
colors are proportional to their projection values. We then show journals in each disciplinary category separately at the bottom. The black vertical line in each disci-
pline represents the mean projection value of its journals. (B) The spectrum along the axis between social sciences and life sciences (biological), operationalized by 
defining   S   +  = {v(p )∣p ∈ “Biology” ∨ p ∈ “Biotechnology” ∨ p ∈ “Infectious Diseases” ∨ p ∈ “Health Professionals” ∨ p ∈ “Medical Specialties”}  and   S   −  = {v(p ) ∣ p ∈ “Social 
Sciences” ∨ p ∈ “Humanities”} . Note that the ordering of 13 disciplines is dramatically changed from (A), reflecting the complex organization of scholarly periodicals in the 
embedding space along scientific axes.
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than the sparse vector models in downstream analyses, it does require 
nonnegligible time and memory to train (e.g., a few hours to train 
the embeddings with 100 million citation trails), and thus, applying 
the method to a larger dataset such as the universe of scientific pa-
pers can be challenging. Last, because the exact mechanisms and 
properties of neural embedding methods have not been fully under-
stood, there may be unknown biases in the periodical embeddings.

Despite these limitations, by demonstrating its validity and per-
formance, we show that the embedding approach offers a promis-
ing avenue for science of science research.

Future work may extend our framework to develop better em-
bedding methods, investigate fundamental scientific questions with 
new capacities offered by the embeddings, or model the evolution 
of scientific periodicals and disciplines by incorporating temporal 
information in citations.

MATERIALS AND METHODS
Dataset
We used the MAG data, which are the largest open access biblio-
metric dataset (48, 49). The snapshot we used contains 126,909,021 
papers published in 23,404 journals and 1283 conference proceed-
ings between 1800 and 2016 (accessed on 5 February 2016). There 
are 528,245,433 citations between these papers.

We focused on all papers that were published in either journals 
or conference proceedings, as the periodical information is needed 
to train the embedding model. Thus, our study is based on a total 
number of 53,410,055 papers and 402,395,790 citations.

They were published between 1800 and 2016 in 24,020 scholarly 
periodicals. Figure S1 shows the number of papers over time.

Using our method, we obtained embeddings for 20,835 periodi-
cals (3185 periodicals were dropped because of data filtering; see 
the “Hyperparameter tuning” section). However, MAG does not 
have the discipline information for these periodicals. We thus used 
the UCSD map of science catalog data (9), which contain discipline 
information for about 25,000 journals (classified into 13 academic 
disciplines). We matched 14,113 journals between MAG and the 
UCSD map on the basis of journal names, among which 12,780 
journals are covered in our embeddings (table S1).

Model
We consider the citation network between papers, where each node 
is a paper and a directed edge from A to B is formed if paper A cites 
paper B. We generate many citation trails {𝒯1, 𝒯2, …, 𝒯N} from the 
citation graph using random walks, where we first randomly choose 
a starting point (a paper) and randomly follow citations until we 
arrive at a dead end (a paper without outgoing edges). Each trail 𝒯 
is a sequence of papers  ( P 1  T ,  P 2  T , … ,  P ∣T∣  T   ) . We discard trails that are 
immediately terminated (∣𝒯 ∣ = 1). We then create a correspond-
ing periodical trail   V  T   = ( V 1  T ,  V 2  T , … ,  V ∣T∣  T   )  for each paper citation 
trail, where the ith element   V i  

T   is the publication venue (periodical) 
of the ith paper   P i  

T   in the paper citation trail. Using the periodical 
trails, we learn two vector representations of each periodical v(V) 
(“input”) and v′(V) (“output”) by using the skip-gram with negative 
sampling (SGNS) method (17). For a given periodical citation trail 
𝒱𝒯, the objective is to maximize the log probability

  O =   1 ─ ∣ V  T  ∣
     ∑ 

t=1
  

∣ V  T  ∣
    ∑ 
−w≤j≤w,j≠0

   log p( V t+j  T   ∣ V t  
T )  (1)

where w is the context window size. This training objective can be 
efficiently approximated as

  E = log ( v ′    ( V  O  )   ⊤  v( V  I   ) ) +   ∑ 
i=1

  
k
     𝔼   V  i  ∼U(V)   [ log (−  v ′    ( V  i  )   ⊤  v( V  I   ) ) ]  (2)

where VI is the input periodical and VO is the output (context) peri-
odical in Eq. 1, and (x) = 1/[1 + exp ( − x)]. For each periodical pair 
(VI, VO), SGNS samples k negative pairs (VI, Vi) from the empirical 
distribution 𝒰(V). Here, we let k = 5 and 𝒰(V) be the smoothed 
unigram distribution (17). After training, the input vectors are 
used as the periodical embeddings (16). All models are trained 
with N = 100,000,000. See the next section for details. SGNS method 
is efficient and scalable. It takes about 3 hours to train the embed-
dings with 100 million citation trails on a reasonably powerful comput-
ing server. The algorithm for training embeddings is implemented 
in the Gensim package (50).

Hyperparameter tuning
We tuned two hyperparameters of the SGNS model: the context 
window size (W) and the number of dimensions (D). For each com-
bination of W (2, 5, 10, and) and D (50, 100, 200, and 300), we 
trained a model using the same 100 million periodical trails (fig. S2). 
We set the minimum periodical frequency to 50, which means that 
the embedding model will exclude periodicals with less than 50 oc-
currences because of data sparsity. A good model would output 
similar embedding vectors for periodicals that are similar in terms 
of research topics. We thus compared the quality of different em-
beddings on the basis of the cosine similarities between periodicals.

Specifically, we randomly sampled 100,000 journal pairs for each 
of the three groups: (i) in the same discipline, (ii) in the same sub-
discipline, and (iii) random pairs. Note that we focused on 12,780 
journals for which we have discipline categories and are covered in 
our embedding model (table S1). Table S2 indicates that the model 
trained with W = 10 and D = 100, which covers 20,835 periodicals, 
gives the best result. Figure  1C and fig. S3 (C and D) show that, 
based on the best model, journal pairs in the same discipline (and 
subdiscipline) are much more similar in the embedding space than 
those selected randomly from any discipline.

Journal recommendation survey
As an external evaluation, we use a survey to evaluate how well our 
embedding captures the similarity between periodicals. We focus 
on the 12,780 journals that have discipline categories (table S1) be-
cause some baselines rely on disciplinary classification. Each algo-
rithm can rank, for a given target journal, the remaining 12,779 
candidates. Note that the first baseline (disc.) gives an arbitrary 
rank for journals whose disciplines are different from that of the 
target. We designed a survey to evaluate the three algorithms and 
recruited faculty members, researchers, and doctoral students from 
University of Michigan and Indiana University (The University of 
Michigan institutional review board guidelines were followed with 
human subjects). To make the task feasible, we selected top 20 jour-
nals in each discipline based on their PageRank scores. Journals be-
longing to the “Interdiscipline” category were excluded in the 
survey. For each of the 260 target journals, we constructed a set of 
candidate journals and asked participants to rank them based on 
their topical similarities to the target. The candidate set is the union 
of the top four similar journals given by each algorithm. Because of 
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the overlap between the three top lists, the size of the candidate set 
varies between 4 and 12.

Participants first selected a discipline as their fields to begin the 
survey (fig. S4A). They were then asked about their familiarity with 
the 20 target journals in the selected discipline. Participants were 
allowed to continue the task only if they were familiar with at least 
three target journals (fig. S4B). Participants who selected less than 
three targets were immediately directed to the end of the survey. 
After the screening phase, the participants were asked to rank, for 
each selected target, the set of candidate journals on the basis of 
their topical similarities to the target. Participants can place unfa-
miliar candidates in the “Unfamiliar Journals” group (fig. S5).

Among 247 participants (of 367) who finished the survey, 119 
were qualified to complete the ranking task, and each of them was 
rewarded a $10 Amazon gift card. Table S3 shows the statistics of 
qualified responses across different disciplines.

Experts could give quite different ranking of the same target 
journal. We used Kendall’s rank correlation coefficient  to measure 
the level of agreement between two ranked lists of a target, based on 
the intersection of two ranked lists. We focused on target journals J 
whose average pairwise expert agreement    ̂    ≥  0.2. Note that this 
threshold is for determining which target journals should be used to 
evaluate the three algorithms. In the evaluation step, to leverage 
more expert information, we appended to each ranked list the unfa-
miliar journals in a random order (the results are qualitatively the 
same without including unfamiliar journals). Then, each ranked list 
for a target in J was used as the reference to evaluate three algo-
rithms. Specifically, for a ranked list   l  e  

j    of target journal j from an 
expert e, we retrieved, from the full ranked list of an algorithm a, the 
order   l  a  j    of journals in   l e  

j   , and we calculated     ( l e  
j  , l a  j  )   .

The average correlation between each algorithm and domain ex-
perts (Fig. 1D and fig. S6) indicates that, across three disciplines, the 
three vector-space models are better than the first baseline and are 
comparable to each other. The correlations between algorithms and 
experts are slightly higher with a higher threshold    ̂    , but the error 
bars are also larger such that there is no clear winner between the 
three vector-space models (e.g., there are only two target journals 
with a total of four ranked lists for the evaluation with    ̂     = 0.8).

Evaluation with the UCSD categorization
We test our hypothesis on the relationship between disagreement 
(with the UCSD catalog) and interdisciplinarity through a manual 
evaluation. First, we randomly selected 20 journals from the top 100 
and the bottom 100 journals (10 from each) for three disciplines 
(EE & CS, Engineering, and Social Sciences) based on the agree-
ment score obtained by comparing the UCSD catalog with a clus-
tering produced by our embeddings using the element-centric 
similarity measure (33). We presented them to three of the authors 
and asked them to evaluate whether each journal belongs to the dis-
cipline defined in the UCSD categorization. Each person was given 
the following instruction: “Go to the journal’s description page (via 
Google search or Wikipedia). Assign [yes] if only the target disci-
pline is mentioned; Assign [no] if the target discipline is not men-
tioned; Assign [interdiscipline] if the target and other disciplines 
are mentioned; Assign [unsure] if no relevant information is found 
for this journal.”

In the pretest, the average pairwise agreement for 60 journals 
in three disciplines was 0.59 (Cohen’s kappa), which is moder-
ately high (51). In the posttest, we again asked the three authors to 

evaluate another 20 journals for each of the three disciplines (each 
author evaluated a different set of journals). We combined the 
pretest responses (used the majority voting; 10 in the top and 10 in 
the bottom) and the posttest responses (30 in the top and 30 in the 
bottom) for each discipline. Journals with an [unsure] response 
were excluded in the analysis. We considered [yes] and [interdis-
cipline] as a journal being consistent with the UCSD catalog.

Validating the two spectra of science
We validate the spectrum of science in two ways. First, to test the 
robustness of the two dimensions, we rebuild the axis vector by 
connecting the centroids of a subset of randomly selected journals 
in the two pole disciplines and reorder all periodicals on the new 
axis. We then correlate this new ordering with their original arrange-
ment (Fig. 4). We repeat this process 100 times. Figure S9 shows the 
average Spearman’s rank correlation as a function of the number of 
journals used in the subset. The correlation is above 0.9 even when 
the new axis is built with less than 1% of all journals in the field for 
both the “soft-hard” axis and the “social-bio” axis. This high cor-
relation suggests that the two axes are stable and robust.

Second, in our spectrum analysis, we used an axis anchored be-
tween the two centroids of two broad fields to score the fields them-
selves. We note that this could be problematic if the conceptual axis 
within the anchor field is not necessarily aligned with the overall 
axis, especially when the field does exhibit such an axis internally, 
such as Social Sciences (figs. S10 and S11).

To address this concern, we test whether the spectrum calculated 
at the level of the whole space is consistent with the spectrum calcu-
lated within the pole (anchor) discipline. Because it is unclear which 
subdisciplines of “Math & Physics” are “softer” or “harder” and the 
same issue seems to be true for Life Sciences with respect to the social- 
bio axis (figs. S10 and S11), we focus our efforts on social sciences.

To validate the soft-hard axis in [“Social Sciences” and “Human-
ities”], we first use “Sociology” as the soft subfield and “Finance”—
which has close connections to mathematics and physics—as the 
hard subfield. We rebuild the axis vector by connecting the two 
centroids and reordered all 20,835 periodicals on this new axis. Al-
though we use only two subdisciplines within a single discipline 
to obtain scores for all periodicals across all disciplines, the Spear-
man rank correlation between the new ordering and the original 
one (Fig.  4) is 0.73. This result is also robust. We construct nine 
soft-hard subfield pairs between three soft subdisciplines (“Law”, “So-
cial Psychology”, and “Leadership & Organizational Behavior”) and 
three hard subdisciplines (“Finance,” “Statistics,” and “Operations 
Research”). We then calculate the rank correlation between the or-
dering based on each pair and the overall ranking. The average cor-
relation is 0.73 (95% confidence interval: [0.69, 0.77]).

We repeat this robustness test for the social-bio axis in [“Social 
Sciences” and “Humanities”], and we use “Sociology” as the “social” 
subfield and “BioStatistics” as the “bio” subfield. The Spearman 
rank correlations between the new ordering and the original one is 
0.82. Similarly, the result is robust with other choices of subfields. 
We construct nine social-bio subfield pairs between three social 
subdisciplines (“Law,” “Sociology,” and “Economics”) and three bi-
ological subdisciplines (“Psychiatric & Behavioral Genetics,” “Psy-
chosomatic Medicine,” and “BioStatistics”). We then calculate 
the rank correlation between the ordering based on each pair and 
the overall ranking. The average correlation is 0.71 (95% confidence 
interval: [0.63, 0.78]).
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Together, these results demonstrate that the conceptual axis (ei-
ther soft-hard or social-bio) within the anchor fields is well aligned 
with the spectrum calculated with two broad disciplines, providing 
evidence that the two spectra are robust and meaningful.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/7/17/eabb9004/DC1
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